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In the 2011 variation on the original Lemonade Game tournament, each location on the island is randomly assigned a population which determines its value to the agents playing the game.  This change in the game makes some locations on the island inherently more valuable than others, as selecting a location that has, or is near locations with, more people can be expected to yield more points for the player.  However, since all players are likely to have similar evaluations for the inherent value of a given location on the island, it is likely that players who simply move to the location with the highest population will run into conflicts in which they split the points from their moves, reducing the value of the location to each player.  Such conflicts can give a scoring advantage to a player who intentionally avoids the desirable location with the expectation that the other agents will foil each other by playing on the same location or near each other.
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                Figure 1


This figure illustrates how players impact each other’s scores.  In this example, the 12 o’clock position on the island has a higher population than any other location, which makes it more desirable.  However, if both players A and B move to the 12 o’clock position, while C moves somewhere else to avoid colliding with another agent, A and B will split the points of their location, while C gets points from all the locations closest to it for itself.  In the depicted scenario, players A and B each get a score of 25, while C gets a score of 34.  While the 12 o’clock spot has a larger population, its ultimate value to a player depends on where the other players go.
For the 2010 Lemonade Game tournament, our team used two broad classifications of players in describing their behavior: “Leaders” and “Followers”.  In the 2010 game, “Leaders” were agents who would play in a consistent location in order to communicate their intended future placements to the other agents.  By playing in the same location, a leader would hope to get a “follower” to notice the leader’s behavior and make moves which would mutually benefit the leader and the follower, such as playing in position opposite the leader.  Thus, a “follower” was an agent that would react to other agents when there seemed to be a predictable pattern.  An agent could have aspects of both of these philosophies, by first trying to be a leader, and then adopting a follower strategy if neither of the other agents showed signs of cooperating with the leader-like behavior.  In fact, having a backup behavior was beneficial in our testing, since two agents that acted strictly as leaders would never enter into a beneficial relationship (such as playing across from each other), unless they luckily happened to start in those positions.

In the 2011 competition, we foresee behaviors that fit with the same classifications of “leaders” and “followers”, although the reasoning behind these strategies is somewhat different.  In the case where one location or corner of the island has a higher population, an agent that is a leader would move to what it considers to be the, or one of the, best locations and continuously re-play in that location.  If other agents play in the same high-population location as the leader, they will receive a lower score than they could by playing somewhere else on the island, since players split the value of the locations that are equidistant to both players.  Thus, the goal of the leader is to get the best location and make it less valuable to the other agents, motivating them to move elsewhere on the board and leave the leader in a desirable scoring location.  A potential weakness of the leader strategy is that two strict leaders will hurt each other by consistently re-playing on the same location, leaving the 3rd agent to benefit from playing somewhere else, in response to their predictable moves (as in the case illustrated in figure 1, where player C was rewarded for avoiding players A and B).  In such a case, the reactive "follower" can capitalize on a conflict between two leaders.  In general, the follower will expect to do less well than a leader, since leaders try to pick the best spots on the board, unless there is a conflict over the best space which benefits the follower.  Based on these general classifications, and through testing of prototype agents, the relative performance of agents against each other can be estimated by the following tables.

Cases where A is a “Leader”

	A is a “Leader”
	B is a “Leader”
	B is a “Follower”

	C is a “Leader”
	0, 0, 0
	-, +, -

	C is a “Follower”
	-, -, +
	+, -, -


Cases where A is a “Follower”

	A is a “Follower”
	B is a “Leader”
	B is a “Follower”

	C is a “Leader”
	+, -, -
	-, -, +

	C is a “Follower”
	-, +, -
	0, 0, 0


Scores are given as 3-tuples: (A's score, B's score, C’s score)

Scores are denoted as - if below average, 0 if average, and + is above average.

From the tables above, the ideal situation for a given player would for both opponents to play the same class of strategy and for the player to choose the complementary strategy.  In the case that an agent is playing against one leader and one follower, there is no obviously good strategy except to try and foil one of the opponents so that they are motivated to change their strategy, and then there will be a good strategy option for the agent in question.  
Of course, the other agents are faced with the same decisions, so our agent must also consider the situation where one of the other agents will change to our strategy in an attempt to motivate our agent to switch strategies.  When our agent finds itself in a conflict with another agent, we want to be more obstinate than the conflicting opponent, so that the other agent will change strategies and return to conflict with the other opponent (benefitting of our agent).  However, an agent should not try to out-endure a conflict with an opponent that has no limit to how long it will stay in conflict, and since both conflicted players have this same decision to make, it becomes a standoff where the first agent to change strategies will give up a short-term opportunity to get a better score, but both players will suffer for as long as the standoff lasts.
With these considerations in mind, our agent, BrownBot, adopts a leader strategy which will only adapt if it finds itself in a very bad situation, or if an undesirable state of play persists longer than some threshold.  In particular, if our agent finds itself surrounded, with an opponent very close on either side, it will re-evaluate positions on the board based on the assumption that the opponents will re-play their last moves.  There is no value to staying in a position while surrounded, since both opponents will score very well and will have no incentive to change their moves.  It’s only worth staying in a conflict where the opponent(s) could benefit by changing their behavior, which is not the case if they have your agent surrounded.
